a2 United States Patent

US007380157B2

(10) Patent No.: US 7,380,157 B2

Brewer et al. 45) Date of Patent: May 27, 2008
(54) STAGGERED WRITING FOR DATA 6,535,869 B1* 3/2003 Housel, IIl ....coceveuennne 707/2
STORAGE SYSTEMS 6,907,505 B2* 6/2005 Cochran et al. .. .. 711/162
2002/0073276 Al* 6/2002 Howard et al. ... .. 711/113
(75) Inventors: Michael Allan Brewer, Boulder, CO ;883;8}2;?3‘; 2} * Sgggg g(}ilmﬁ o 711/162
. : sall et al.
(CUOS)(’UIE‘)’bert Arthur Ellis, Nederland, 2003/0188097 Al 10/2003 Holland et al.
(73) Assignee: Pillar Data Systems, Inc., San Jose, OTHER PUBLICATIONS
CA (US) Jim Senicka, Brian Duffy, Veritas-vx, Stupid Striping Question,
Dec. 28, 2000, pp. 1-2, Veritas-vx maillist, US.
(*) Notice:  Subject to any disclaimer, the term of this Peter M. Chen, Edward K. Lee, Garth A. Gibson, Randy H. Katz,
patent is extended or adjusted under 35 David A. Patterson, Raid: HIgh-Performance, Reliable Secondary
U.S.C. 154(b) by 500 days Storage, Jun. 1994, pp. 145-185. ACM Computing Surveys. vol. 26.
o ’ No. 2. US.
(21) Appl. No.: 10/975,290 * cited by examiner
(22) Filed: Oct. 27, 2004 Primary Examiner—Dieu-Minh Le
(74) Attorney, Agent, or Firm—Robert Moll
(65) Prior Publication Data
US 2006/0087940 Al Apr. 27, 2006 7 ABSTRACT
(51) Int. CL The present invention relates to write operations in data
GOG6F 11/00 (2006.01) storage systems. In an embodiment, the invention relates to
(52) US.Cl 714/6: 711/114 a method of writing data across a plurality of disk arrays,
53 F'- l‘d f Cl """ ) ﬁt """ S """" h """" ’ 714/5 including writing a first copy of the data as a first plurality
(58)  Field of Classification ea7rlc4/687711/114 216’ of stripes corresponding to the plurality of disk arrays and
See anplication file for com lete, séar,ch histo ’ writing a second copy of the data as a second plurality of
PP P R4 stripes corresponding to the plurality of disk arrays, wherein
(56) References Cited the second copy of the data is staggered with respect to the

5,331,646
5,459,853
5,799,174
6,067,635
6,076,143
6,118,790
6,170,037
6,240,243
6,332,177
6,397,292
6,425,052

U.S. PATENT DOCUMENTS

A
A
A
A
A
A
Bl
Bl
Bl
Bl
Bl

7/1994
*10/1995
8/1998
5/2000
6/2000
9/2000
1/2001
5/2001
12/2001
5/2002
7/2002

Krueger et al.
Best et al.
Muntz et al.
DeKoning et al.
Blumenau
Bolosky et al.
Blumenau
Chen et al.
Humlicek
Venkatesh et al.
Hashemi

.................. 711/114

! First Data Storage
Subsystem

first copy on the plurality of disk arrays. In another embodi-
ment, the invention relates to a data storage system including
a plurality of disk arrays and a host, coupled to the plurality
of disk arrays, with a program that instructs the host to write
a first copy of the data as a first plurality of stripes that
correspond to the plurality of disk arrays and to write a
second copy of the data as a second plurality of stripes that
correspond to the plurality of disk arrays, wherein the
second copy of the data is staggered with respect to the first
copy on the plurality of disk arrays.

23 Claims, 10 Drawing Sheets

Nth
Host



http://www.patentplanet.com/

US 7,380,157 B2

Sheet 1 of 10

May 27, 2008

U.S. Patent

m————————————
L 3-HNOId | =
=
[ AVT_
wayshsqng waysfisqng |
aBe1ojg meq YIN o o o abe.0}g ejeq puosss | Lid J9]joNnuo)
j _ Ne/\/ Kesyy
14 14 Alowapy
I "
JIomjap JoeuuodIe)l| abelo)g | [ sng Alowsi-Ndd r\_J
I
| waysAsqng
IOMaN ealy 2907 | sPmolsmEqIsNd
6t .n\J
b

19ydepy

|
|
| J9)depy .N\ .N\t 191depy
| sz 9z
| vz | |
m _ sng aoes)u
I1SOH e e o IsoH | 8 cadl ﬂ
WN puodag —~ _
rA Aowap
oy | \N‘ J0)depy sng .Mn
_ St
5 5 _ L
0z 6t -
| _ sng Aiowe-Ndo S_.
h | 1
10882901 10559904
g 2 | 1s0H d (S M YA
I 3sm4
001 L o o o e e e e e - —— . o — o . —— o —— — —— ——



US 7,380,157 B2

Sheet 2 of 10

May 27, 2008

U.S. Patent

¢ 4NSOId .
i arir—1 || 1 1 T | _Ip__lp__lp__lp_lm:lml_
m Ny ading u ﬁ ¢4 adiyg u 'y eding
T T 1T T 1 [ N O I | A | | T T T 11 p
q N3 ediig b ﬁ ‘3 eding u m '3 adys u
I I | O | O 1 N A 1 A 1 O O O 1
q g eding J ﬁ g eding u b GELITS u
N O ™ o | I I 1T 1T 1f O O A |
m N9 ading b ﬁ %9 ading u h ‘9 edig b
I | O | O | | O A i
q Ng adiys u ﬁ ‘g adiyg u ﬁ ‘g adiyg
| | 1 A I | I O I
q Ny oding b d 2y adug u h T | IO | O | YO | | u
N I | | Il | | . 1 I I Il | | I |
N Aeuy ysig z Rewry ysig | Kewry ysi1g
alalale ey v




US 7,380,157 B2

Sheet 3 of 10

May 27, 2008

U.S. Patent

€ NOId

~
h 3 ading u g eding u ‘4 odiyg u
18§
hﬁmwmA T 1 Jr i i 1 | | | I | | | I O N 1 IO I | I | I
ﬁ ‘4 eding u m '3 adys ) ﬁ ‘g eding b
\(.H__ 1 O A 1 I N I N ) Y N | T 1T 1 11T
ﬁ ‘g eduys u ﬁ %y adiys . h 5 adyg b
=
ot N I | S 1 A | N A I | 1 N | I ] 1 N T |
L b b b
q 0 oduig u ﬁ g ading u m v adilg b
r —JC—JoJo 1t J_1 J N | I | I ) | l I JL__1J1 JjJL__1
¢ Aenry ysig Z Aenry yisia } Kesry ys1Q
opse > ovse £ ovse £
0952 A 0952 z 0952 [A
08zl } 0821 I 08z} I
0 0 0 0 0 0
xapu| xapu| Xapuj
Sumas | 2ds meumwm ading m_um,.«_“m adins
Hes Keuy : feny . Keny
€181 uaxa Z 1S e I 317 3uax3
TTITJT I T T T T T rEfrerrprotvyprintd
4 3 a 2 g v NNTA
b dere e b rr el




US 7,380,157 B2

Sheet 4 of 10

May 27, 2008

U.S. Patent

138
eduis A

puooag

188
eduis
sy A

¥ 3dN9I3
. | A I Y I 1 1 ] f W 1f 111 If 1 f |1 o 11 ]
ﬁ a ediys Q b *3edys u d 3 oding d
N I I ) 1 1 il L 1 | T | W A 1| |l 1T 10 Jr il 11 11 1IN
ﬁ 3 adiys u h ‘g aduis p d ?jading q
N AR | I ) N | N 1 11 | 111 11 I I Jr 1 11 1 I1 11 L L
_ ‘4 adyg u h '3 adiyg u d ‘g eding u
r I I | R 1 1 1 111 {1 11 11 1 { 1 1 | | N | A
_ ‘v eding w m 9 oding v d g adiyg J
M R | N | 1 |1 . N 111 u__ 1t L 11 1 i I N AN § I | N 1 A
_ g ading u h ‘v adiyg u ﬁ %9 ading J
i AN | N ) IR | D | N | N 1l 11 1] 11 |1 N 11 1 I Il m 1
‘ ‘o ading b b ‘g adiyg u d ‘y eding Q
\_ L || ] IL_JL T 1 | I | 10 _Ji__ 1 N I | I | N | N | A | )
¢ Aeny yisig z Rewry ysig L Aedty ysiq
00¥9 S 009 § 0or9 S
0zZ1LS L4 ozLg L4 0zLs v
ov8e £ ovse £ ovae €
0952 4 0952 [4 0952 4
08z} I 08z} I 0821 I
0 0 0 0 0 0
xapu| Xapuj xopu|
B | 2018 Bumeg | 2948 Bumigys | 2218
MBS Aeny : Relry d Aenry
€387 3uaxn3 Z 317 JueIX3 | 3811 Juayxy
1L 1T LA | L LI | LR
4 3 a 0 g v NNIA
Lt 1 1.1 1.1 1 1 1.4 1.1 | I T I



US 7,380,157 B2

Sheet 5 of 10

May 27, 2008

U.S. Patent

S 3HNOId
| I . 1 .|| 11 I 11 111 [ 1 1 1 1 1 ]
‘3 adins u q u ﬁ U
Nﬂ/\ | |1 | | 11 o 1 d. 1 1 | I | | | 1 1 11 || |
'y odg u ﬁ u ﬁ ?4 adig b
m\/\ﬂ It 11 Il 11 11 | | {1 {1 I a 1 1 o_”./.._ L || A 11 1
‘o eding u q ‘3 adiyg u ﬁ 25 admys b
n\/\_ | I S L I 1 m\(ﬁ 11 |1 S | | v\/‘r 1 11 31 |1
g odys u ‘g ediyg u ﬁ 'y odiyg b
w)&% 11 | ) | I 1 11 | N\/\ ) I ) I | 11 11 1N v\/\_ 1 1 11 11 1
C ) mews ) (. )
| | S 1 3 S Y0 S O S N S | B I I S N S | M |
( D R G T I G T
S S | )t} e e P o | e e e M | | | |
¢ Aenry ys1Q Z Reny ysiQ I Aenay ysiq
00¥9 € 082z} ¢ 0zZLS ¢
0Z1S z ovse Z 0 z
0952 L 0 b ovse !
ovse 0 0952 0 095 0
Xapuj Xapu| Xepu|
m..um._ ading m.um._ adiyg m_Hm._ adujs
ueag >N._._< es >N.=< niels >M._._<
¢ 3817 Jualxg Z 3s13uaixg | 3511 3ueix3
LI L tTr ot rerd LI T
4 3 a 0 g NNIA
| | 111 | | I I 11 L1




US 7,380,157 B2

Sheet 6 of 10

May 27, 2008

U.S. Patent

9 FHNOI4
Al Jua)x3
[ ]
€ Jusixy
a1 Aeuy ysig T — ﬁ
jJuaix3 JO Yibua
Z Juajx3
va bupsels -~
18juiod psemyoeg - - q ¥
13juI0d pJemiod -7 | Ju9)x3
\ \
\
N Reliy)si] |esee Z Rewy ysi1q 1 Aeday ysig

dep Anowoas NNIA




US 7,380,157 B2

Sheet 7 of 10

May 27, 2008

U.S. Patent

v juepg
jo y3Buan)

19510 Yo0Ig

N Aeny ysiqg

7///

I Aeway ysiq

§12 - 80Z sdeig

4/ v oding

o van
Bueyg

L 3-1NOI4

L]
[ ]
A 902 - 002 sdays _

T

.
-

.

aoedg
uonelo||v

s\A

[cl-I~[=I~T=

ejeq Xapu|
NNIA  ®lea
NNIA



U.S. Patent May 27, 2008 Sheet 8 of 10 US 7,380,157 B2

201 7N Define N

204 - VLUN Data Index = Integer (VLUN Block / VLUN Data Size)

|

206 N4 Bilock Offset = Modulo (VLUN Block / VLUN Data Size)
208’\'J Array Data Index = Integer (VLLUN Data Index / Number Of Disk Arrays)

220
210

Yes

Copy > N?

> Done

Disk Array ID = Modulo [(VLUN Data Index + Copy) / (Number Of Disk Arrays)] + 1

v

Array Stripe Index = Array Data Index x N + Copy

v

Starting LBA Of Stripe = Extent List (Disk Array ID, Array Stripe Index)

212

213

A
215 N Disk Array Block = Starting LBA Of Stripe + Block Offset

v

Write Block To Disk Array

v

218’\1 Copy =Copy +1
1

214

216

FIGURE 8
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STAGGERED WRITING FOR DATA
STORAGE SYSTEMS

The present invention relates to write operations in data
storage systems. This application incorporates herein by
reference as follows:

U.S. application Ser. No. 10/677,660, Systems and Meth-
ods of Multiple Access Paths to Single Ported Storage
Devices, filed on Oct. 1, 2003

U.S. application Ser. No. 10/696,327, Data Replication in
Data Storage Systems, filed on Oct. 28, 2003, now U.S.
Patent No. 7,143,122 B2 and

U.S. application Ser. No. 10/837,322, Guided Configura-
tion of Data Storage Systems, filed on Apr. 30, 2004, now
U.S. Patent No. 7,216,192 B2.

BACKGROUND

Today, many data storage systems use redundant array of
inexpensive disks (RAID) technology. Chen et al., RAID:
High-Performance, Reliable Secondary Storage (1994)
gives an overview of RAID levels 0-6 and is incorporated
herein by reference.

In RAID 0, an array controller stripes data across the disk
array and accesses data in parallel which increases /O
performance. RAID 0 has good write performance because
it has no need to update redundant data, but has decreased
reliability because there is no data redundancy. Loss of a
single disk in the array results in data loss. Also, the data
distributed on N identical disks of a disk array has 1/N the
reliability of a single disk.

In RAID 1, when an array controller writes data to a disk,
it also writes the data to a redundant disk. The array
controller can read data from either disk, and if one disk
fails, the array controller can read the data from the other
disk increasing reliability but RAID 1 doubles the storage
required so is expensive.

In RAID 5, an array controller writes the data and the
parity over the disk array. The array controller stores the
parity of the data as blocks associated with a set of data
blocks when it writes data, and updates that parity data as
data is changed by further write operations. If one disk fails,
its data can be reconstructed by reading the remaining disks
and the parity disk. This permits all of the disks to service
a read request, but write requests tend to be less efficient,
because they must read-modify-write the parity of the data.

SUMMARY OF THE INVENTION

The present invention relates to write operations in data
storage systems. In an embodiment, the invention relates to
a method of writing data across a plurality of storage devices
(e.g., disk arrays), comprising writing a first copy of the data
as a first plurality of stripes corresponding to the plurality of
disk arrays and writing a second copy of the data as a second
plurality of stripes corresponding to the plurality of disk
arrays, wherein the second copy of the data is staggered with
respect to the first copy on the plurality of disk arrays. In
another embodiment, the invention relates to a data storage
system comprising a plurality of storage devices (e.g., disk
arrays) and a host, coupled to the plurality of disk arrays,
with a program instructing the host to write a first copy of
the data as a first plurality of stripes that correspond to the
plurality of disk arrays and to write a second copy of the data
as a second plurality of stripes that correspond to the
plurality of disk arrays, wherein the second copy of the data
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2

is staggered with respect to the first copy on the plurality of
disk arrays. In either embodiment, the invention can be
extended to N copies.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a data storage system and details of a
first host and of a first data storage subsystem.

FIG. 2 illustrates a VLUN that contains data that is written
as stripes A-F to disk arrays 1-N.

FIG. 3 illustrates two staggered copies of a VLUN that
contains data that is written as stripes A-F to disk arrays 1-3.

FIG. 4 illustrates three staggered copies of a VLUN that
contains data that is written as stripes A-F to disk arrays 1-3.

FIG. 5 illustrates two staggered copies of a VLUN that
contains data that is written as stripes A-F to noncontiguous
free space on disk arrays 1-3.

FIG. 6 illustrates a VLUN geometry map for disk arrays
1-N.

FIG. 7 illustrates mapping from a VLUN to an allocation
space to a disk array 1.

FIG. 8 illustrates a method of writing a data block across
a plurality of disk arrays.

FIG. 9 is a table illustrating how the method of FIG. 8
writes three copies of blocks in the stripes A-F to disk arrays
1-3 as shown in FIG. 4.

FIG. 10 is a table illustrating how the method of FIG. 8
writes three copies of blocks in the stripes A-F to disk arrays
1-3 as shown in FIG. 5.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

The following description includes the best mode of
carrying out the invention, illustrates the principles of the
invention, and should not be taken in a limiting sense. The
scope of the invention is determined by reference to the
claims. Each part or step is assigned its own number in the
specification and drawings.

FIG. 1 illustrates a data storage system 100 that includes
first through Nth hosts 18,19 and 20, and first through Nth
data storage subsystems 44, 46 and 48. Each host is a
computer that can connect to clients, data storage sub-
systems and other hosts using software/hardware interfaces
such as network interface cards and software drivers to
implement Ethernet, Fibre Channel, ATM, SCSI, and/or
InfiniBand. Hennessy and Patterson, Computer Architec-
ture: A Quantitative Approach (2003), and Patterson and
Hennessy, Computer Organization and Design: The Hard-
ware/Software Interface (2004) describe computer hardware
and software, storage systems, memory, caching and net-
works and are incorporated herein by reference.

Each host runs an operating system such as Linux, UNIX,
a Microsoft OS, or another suitable operating system. Tanen-
baum, Modern Operating Systems (2001) describes operat-
ing systems in detail and is incorporated herein by reference.

FIG. 1 shows the first host 18 includes a CPU-memory
bus 14 that communicates with the processors 13 and 16 and
a memory 15. The processors 13 and 16 used are not
essential to the invention and could be any suitable general-
purpose processor such as an Intel Pentium processor, an
ASIC dedicated to perform the operations described herein,
or a field programmable gate array (FPGA).

Each host includes a bus adapter 22 between the CPU-
memory bus 14 and an interface bus 24, which in turn
interfaces with network adapters 17, 25 and 26. The first host
18 communicates through the network adapter 25 over a link
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40 with a second host 19. The first host 18 can also
communicate through the network adapter 17 over link 28
with the local area network (LAN) 30. The first host 18 also
communicates through the network adapter 26 over a link 21
with a storage interconnect network 29. Similarly, the sec-
ond host 19 communicates over links 38 and 39 with the
LAN 30 and the storage interconnect network 29, respec-
tively. The storage interconnect network 29 also communi-
cates over links 32, 34, and 36 with the data storage
subsystems 44, 46, and 48, respectively.

In sum, the hosts 18, 19 and 20 communicate with each
other, the LAN 30 and storage interconnect network 29 and
data storage subsystems 44, 46, and 48.

The LAN 30 and the storage interconnect network 29 can
be separate networks as illustrated or combined in a single
network, and may be any suitable known bus, SAN, LAN,
or WAN technology such as Fibre Channel, SCSI, Infini-
Band, or Ethernet, and the type of interconnect is not
essential to the invention. See Kembel, The FibreChannel
Consultant, 4 Comprehensive Introduction (1998), Kembel,
The FibreChannel Consultant, Arbitrated Loop (1996-1997)
The FibreChannel Consultant, Fibre Channel Switched Fab-
ric (2001), Clark, Designing Storage Area Networks (2003),
Clark, IP SANs: A Guide to iSCSI, iFCP. and FCIP Proto-
cols for Storage Area Networks (2002) and Clark, Designing
Storage Area Networks (1999), which are incorporated
herein by reference.

FIG. 1 shows the first data storage subsystem 44 includes
a CPU-memory bus 33 that communicates with the proces-
sor 31 and a memory 35. The processor 31 used is not
essential to the invention and could be any suitable general-
purpose processor such as an Intel Pentium processor, an
ASIC dedicated to perform the operations described herein,
or a field programmable gate array (FPGA). The CPU-
memory bus 33 also communicates through an adapter 41
and link 32 with the storage interconnect network 29 and an
array controller 42, such as a RAID controller, interfacing
with an array of storage devices (e.g., a disk array 43).

U.S. application Ser. No.10/677,560, Systems and Meth-
ods of Multiple Access Paths to Single Ported Storage
Devices, filed on Oct. 1, 2003 describes suitable data storage
subsystems, each containing a disk array, and is incorporated
by reference herein. In an alternative embodiment, any other
suitable array of storage devices can replace the disk arrays
(e.g. an array of tape drives or an array of nonvolatile
semiconductor memory). Massiglia, The RAID Book: A
Storage System Technology Handbook (6th Edition, 1997)
describing RAID technology is incorporated herein by ref-
erence.

A host may access secondary storage devices (e.g., disk
drives) through a VLUN (virtual logical unit) that abstracts
the storage device(s) as a linear array of fixed-size blocks. A
logical block address (LBA) identifies each fixed-sized
block. The data storage system constructs a VL UN from all
or parts of several physical storage devices such as disk
drives. To make a large VLUN, a data storage system may
concatenate space allocated from several storage devices. To
improve performance, the data storage system maps adja-
cent regions of VLUN space onto different physical storage
devices (striping). To improve reliability, the system holds
multiple copies of a VLUN on different storage devices
(mirroring).

Users request write and read operations of the data storage
system 100. In operation, a user requests an I/O operation of
one of the hosts 18,19, or 20 which will transmit a command
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4

(or I/O request) on the LAN 30 or the storage interconnect
network 29 to one of the data storage subsystems 44, 46, or
48.

If a write is received, the data storage subsystem 44 can
use a write-through scheme and not acknowledge the write
until the data is written to nonvolatile memory (e.g., disk
array 43). This ensures data consistency between the host
and data storage subsystem.

In a write-back scheme, the data storage subsystem 44 can
acknowledge the write before data is written to a disk array
43 as long as the data is stored in another form of nonvolatile
memory (e.g., battery backed RAM) until written to the disk
array to ensure data consistency in the event of a power
failure, etc.

FIG. 2 illustrates a VLUN containing data A-F. A host
may write copies 1-N of the data A-F to the disk arrays 1-N.
Each disk array contains a copy of data A-F, and the
subscripts indicate the copy on the disk array. Thus, the host
writes the first copy of the data A-F as stripes A, through
F, , on the disk array 1. Similarly, the host writes the second
copy of the data A-F as stripes A, through F, on disk array
2. Finally, the host writes copy N of the data A-F as stripes
A, through F,; on disk array N.

Each stripe is made of strips written on corresponding
disks. For example, stripe A, is written across the six disks
of disk array 1. In RAID 5, the array controller writes stripe
A, made of strips A | |-A, ; on the disks 51-56. Strips A |-A, 5
contain the data and strip A, 4 the parity of strips A,;-A,5. In
an embodiment, the stripe A is 768 KB and each strip is 128
KB. In RAID 5, if any disk in the disk array fails, the data
can be recovered from the other disks.

If any disk array fails (e.g., two disks in the disk array fail
or the array controller fails), the host can access the data
from another disk array. To support fault tolerance, when
writing data to the VLUN, the host writes the data to all of
the disk arrays. When reading data from the VLUN, any
copy can be used.

FIG. 3 illustrates two staggered copies of a VLUN con-
taining data A-F that the host will write as stripes A-F to the
disk arrays 1-3. The host writes each copy of the stripes A-F
across the disk arrays 1-3 rather than to a single disk array.
This embodiment protects against failure of a single disk
array and provides striping performance.

The host writes the first copy of A-C as stripe A, to disk
array 1, stripe B, to disk array 2, and stripe C, to disk array
3. Next, the host writes the second copy of A-C as stripe C,
to disk array 1, stripe A, to disk array 2, and stripe B, to disk
array 3. The host staggers the second copy with respect to
the first copy so that two copies of any given stripe (e.g., A,
B, or C) do not reside on the same disk array. Thus, the host
staggers the second copy of stripe A:A; is stored on disk
array 1, while A, is stored on disk array 2. This staggering
writing of the stripes completes the first stripe set, i.e.,
stripes A-C.

Subsequent sets of stripes can be staggered in the same
pattern. For example, the host can write the second stripe set,
i.e., stripes D-F by writing stripe D, to disk array 1, stripe E,
to disk array 2, and stripe F, to disk array 3, and staggering
stripe F, to disk array 1, stripe D, to disk array 2, and stripe
E, to disk array 3. This again avoids storing two copies of
a stripe (e.g., D, E, or F) on the same disk array. This is
writing in round robin across the plurality of disk arrays.
This striping supports the ability to write full stripes under
RAID 5.

FIG. 3 illustrates that each disk array has its own extent
list. Thus, extent list 1 corresponds to disk array 1, extent list
2 to disk array 2, and so forth.
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The extent lists contain information about the stripes and
the space allocated on the disk arrays as detailed in FIG. 6.

In FIG. 3, we show the array stripe index and starting
LBAs of each stripe in an extent list. For example, extent list
1 has the starting LBAs of the stripes of disk array 1: the
starting LBA of stripe A,;=0, the starting LBA of stripe
C,=1280, the starting LBA of stripe D,=2560, and the
starting LBA of stripe F,=3840. Extent list 2 has the starting
LBAs for stripes B,, A,, E|, and D,. Extent list 3 has the
starting LBAs for the stripes C,, B,, F,, and E,.

In the embodiment of FIG. 3, the LBAs address 512-byte
blocks. In alternative embodiments, the LBAs address any
fixed-size blocks. In the RAID 5 geometry illustrated (e.g.,
five data disks plus a parity disk), the starting LBA of the
first stripe=0, the starting [.BA of the second stripe is 1280
and so forth. Staggering the stripes can extend to three or
more copies. The extent list provides array stripe indexes to
address the starting [L.BAs of the stripes. FIGS. 7-8 and
accompanying specification give further details regarding
the array stripe index.

FIG. 4 illustrates three staggered copies of a VLUN that
contains data that the host writes as stripes A-F to disk arrays
1-3. This embodiment protects against failure of two disk
arrays. The host writes each copy of the stripes A-F across
the disk arrays 1-3.

As in FIG. 3, the host writes stripe A, to disk array 1,
stripe B, to disk array 2, and stripe C, to disk array 3 to store
the first copy. Next, the host writes stripe C, to disk array 1,
stripe A, to disk array 2, and stripe B, to disk array 3 to store
the second copy. The host writes stripe B; to disk array 1,
stripe C; to disk array 2, and stripe A; to disk array 3 to store
the third copy. In this arrangement, the host staggers the
stripes of the first, second and third copies to avoid placing
two copies of the stripe on the same disk array. This
staggering of the stripes completes the first stripe set, that is,
stripes A-C.

Also as in FIG. 3, the host writes the second stripe set, that
is, stripes D-F by writing stripe D, to disk array 1, stripe E,
to disk array 2, and stripe F, to disk array 3 to store the first
copy. Next, the host staggers the second copy by writing
stripe F, to disk array 1, stripe D, to disk array 2, and stripe
E, to disk array 3. Next, the host staggers the third copy by
writing stripe E; to disk array 1, stripe F; to disk array 2, and
stripe D5 to disk array 3. This embodiment avoids writing
two copies of any stripe (e.g., A, B, C, D, E, or F) on one disk
array and completes the second stripe set, that is, the stripes
D-F. If additional copies of the VLUN are desired (e.g., more
than three copies), the host can stagger subsequent stripe sets
in the same pattern. Staggered mirroring for N copies
requires at least N arrays.

The disk arrays 1-3 of FIG. 4 have corresponding extent
lists 1-3 similar to the lists shown in FIG. 3, but with
additional starting LBAs (e.g., 5120 and 6400) and array
stripe indexes to address the starting LBAs of the stripes of
the third copy.

FIG. 5 illustrates two staggered copies of a VLUN that
contains data that the host writes as stripes A-F to noncon-
tiguous free space on the disk arrays 1-3. The free space
becomes noncontiguous over time as the host allocates and
deletes VLLUNSs on one or more disk arrays. The stripes of
other VLUNs and free space are represented by the blanks
in each disk array shown.

The extent lists allow the host to write the stripes at
noncontiguous locations on the disk arrays to overcome
fragmentation. Each extent on the extent list contains the
starting LBAs of each stripe on the disk array to show where
the host has allocated space for the VLLUN.

Tanenbaum, Modern Operating Systems (2001), incorpo-
rated herein by reference, describes techniques for tracking
of free space on secondary storage devices such as hard disk
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drives on pages 413-414. In an embodiment, a bit map tracks
the allocation status of the stripes on each disk array. The
host will set a bit of the bit map to 1 when it allocates a
corresponding stripe and set the bit to 0 when it deallocates
the corresponding stripe. Another embodiment uses linked
lists of disk blocks.

As shown in FIG. 5, the host uses the extent lists 1-3 to
write stripes A-F to the disk arrays 1-3 as follows:

Identifier Stripe LBA Disk Array
1 A 2560 1
2 B, 2560 2
3 C, 3840 3
4 C, 3840 1
5 A 0 2
6 B, 2560 3
7 D, 0 1
8 E, 3840 2
9 F, 5120 3

10 F, 5120 1
11 D, 1280 2
12 E, 6400 3

The identifiers 1-12 are to help the reader find the stripes
in the disk arrays rather than indicate the writes be done in
a certain order (e.g., ascending, descending, or in sequential
steps). The write operation can extend to three or more
copies.

FIG. 6 illustrates a VLUN geometry map for disk arrays
1-N allowing flexible allocation of space. Although the
VLUN geometry map allows placement of individual stripes
on the disk array the data storage system will typically
allocate space in units that are multiples of approximately
256 megabytes to keep the size of the VLUN geometry map
acceptably small.

Each disk array has its own extent list. The extent list
among other things indicates the range of blocks allocated
for the VLUN. Each extent list includes extents such as
extents 1-M. Each extent contains forward and backward
pointers so the host can search and maintain the extent list.
Each extent also includes the starting LBA and length of the
extent to indicate the contiguous space allocated for the
VLUN on the disk array. Finally, the disk array ID identifies
the disk array containing the allocation. In an alternative
embodiment, the extent list could be implemented by a
different data structure such an array, a singly linked list, a
tree, or a hash table. Cormen, Introduction to Algorithms
(2nd Ed. 2001) describes the details of such data structures
and is incorporated herein by reference.

FIG. 7 illustrates a map from a VLLUN to allocation space
to disk arrays. During the write operation, the host allocates
disk array space (e.g., 2 GB) beginning at the offset for data
A-F. The data A, B, C, represented by cross-hatching,
occupy part of the allocation space. The host writes, for
example, VLUN data A, B, C as stripes A, B, C beginning
at each of their starting LBAs. Each stripe, for example,
stripe A, has a range of disk blocks referred to as the length
of the extent. As discussed in FIG. 8, the host performs steps
200-206 to map from the VLUN to allocation space and
steps 208-215 to map from allocation space to the disk array
block.

FIG. 8 illustrates a method of writing N copies of a block
in a staggered arrangement. For brevity, we will describe a
host as performing the method with the understanding that
preferably a higher-level software program (e.g., written in
the C programming language) will instruct the host to
execute the method.

The method begins at step 200. At step 201, the user will
enter the value of N to define the number of copies of the
block that will be written to the disk arrays. At step 202, the



US 7,380,157 B2

7

host assigns zero to a variable named Copy that increments
each time a copy of the block is written to a disk array. At
step 204, the host calculates the VLUN data index by
dividing the VLUN block by the VLUN data size, both in
units of blocks addressable as LBAs. The integer math result
is the VLUN data index of the VLUN data A, B, C, D, E, or
F where the VLUN block resides. As shown in FIG. 7, the
VLUN data index 0-5 correspond to the VLUN data A-F. At
step 206, the host determines the offset of the block within
the VLUN data by calculating the modulo of the VLUN
block divided by the VLUN data size, both in units of blocks
addressable as LBA. The modulo is the remainder of the
integer division computation. At step 208, the host computes
the array data index by dividing the VLUN data index by the
number of disk arrays. At step 210, the host compares the
value of Copy to the total copies N to be written to the disk
array. If the host has written all copies of the block to the
disk arrays, the host is done and proceeds to step 220. If the
host is not done, at step 212 the host calculates the disk array
ID of the disk array where the block is to be written by
adding the VLUN data index to Copy, dividing the sum by
the number of disk arrays, computing the modulo, and
adding 1 since the disk arrays are indexed from 1 to N. At
step 213, the host calculates the array stripe index (e.g.,
FIGS. 3-5) by multiplying the array data index by N and
adding Copy. At step 214, the host uses the disk array ID to
find the appropriate extent list, then looks up the starting
LBA of the stripe using the array stripe index. At step 215,
the host computes the disk array block by adding the starting
LBA of the stripe and the block offset. At step 216, the host
writes the block to the disk array at the location specified by
the disk array ID and the disk array block. At step 218, the
host increments Copy and returns to the test at step 210 to
determine if the write operation is complete.
FIG. 9 illustrates the method of FIG. 8 where the host
writes blocks within the stripes A-F in a staggered arrange-
ment to disk arrays 1-3. We assume the host receives
requests to write VLUN blocks 560,1287, 2586, 3842, 5600,
and 6465 to the disk arrays 1-3, N=3 copies, and VL.UN data
size is 1280, which is preferably the stripe size.
FIG. 10 illustrates the method of FIG. 8 where the host
writes blocks within the stripes A-F in a staggered arrange-
ment to disk arrays 1-3. We assume the host receives
requests to write VLUN blocks 560, 1287, 2586, 3842,
5600, and 6465 to the disk arrays 1-3, N=2 copies, and
VLUN data size is 1280, which is preferably the stripe size.
One embodiment of the method uses the extent lists as
described in steps 213-214. In an alternative embodiment,
the method uses the extent lists illustrated in FIG. 6, and the
host must search the extent lists to determine which extent
contains the array stripe index and obtain the starting LBA
of the stripe from that extent.
What is claimed:
1. A method of writing data across a plurality of disk
arrays in a data storage system, comprising:
writing a first copy of the data as a first plurality of stripes
corresponding to the plurality of disk arrays; and

writing a second copy of the data as a second plurality of
stripes corresponding to the plurality of disk arrays,
wherein the second copy of the data is staggered with
respect to the first copy of the data so that no two copies
of any stripe are written to one of the plurality of disk
arrays.

2. The method of claim 1, wherein the second copy is
staggered from the first copy by one disk array.

3. The method of claim 1, further comprising the step of
writing the data of a VLUN to the plurality of disk arrays.

4. The method of claim 1, further comprising the step of
writing the data of a VLUN to noncontiguous free space on
the plurality of disk arrays.
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5. The method of claim 4, further comprising the step of
describing the noncontiguous free space allocated on each of
the plurality of disk arrays in an extent list.

6. The method of claim 5, wherein the extent list includes
a plurality of extents, each extent including a starting LBA,
a length of extent, an offset, and a disk array ID.

7. The method of claim 1, wherein the writing of the first
and second copy of the data includes writing in round robin
across the plurality of disk arrays.

8. The method of claim 1, wherein the writing of the data
includes writing the data in fixed-size blocks.

9. The method of claim 1, further comprising implement-
ing RAID 5 in the plurality of disk arrays.

10. The method of claim 9, further comprising writing the
data from a VLLUN as a multiple of the RAID 5 stripe length.

11. The method of claim 1, further comprising writing a
third copy of the data as a third plurality of stripes that
correspond to the plurality of disk arrays, wherein the third
copy of the data is staggered with respect to the first copy
and the second copy of the data on the plurality of disk
arrays.

12. A date storage system comprising:

a plurality of disk arrays in data storage subsystems; and

a host, coupled to the plurality of disk arrays, pro-

grammed to instruct the host to write a first copy of the
data as a first plurality of stripes that correspond to the
plurality of disk arrays and to write a second copy of
the data as a second plurality of stripes that correspond
to the plurality of disk arrays, wherein the second copy
of the data is staggered with respect to the first copy of
the data on the plurality of disk arrays.

13. The data storage system of claim 12, further compris-
ing a VLUN containing data accessible to the host.

14. The data storage system of claim 13, further compris-
ing a VLUN geometry map accessible to the host to indicate
the space allocated for the first and second copies of the data
on the plurality of disk arrays.

15. The data storage system of claim 14, wherein the
VLUN geometry map includes extent lists.

16. The data storage system of claim 15, wherein the
extent list includes a plurality of extents, wherein each
extent includes a starting LBA, a length of extent, an offset,
and a disk array ID.

17. The data storage system of claim 12, wherein no two
copies of any stripe are written to one of the plurality of disk
arrays.

18. The data storage system of claim 12, wherein the
plurality of disk arrays implement RAID 5.

19. The data storage system of claim 18, wherein the date
includes RAID 5 stripes made up of multiple strips.

20. The data storage system of claim 12, wherein the host
is programmed to write the first and second copy of the data
in round robin across the plurality of disk arrays.

21. The data storage system of claim 12, wherein the host
is programmed to write the first and second copy of the data
in fixed-size blocks.

22. The data storage system of claim 12, wherein the host
is further programmed to write a third copy of the data as a
third plurality of stripes that correspond to the plurality of
disk arrays, wherein the third copy of the data is staggered
with respect to the first copy and the second copy of the data
on the plurality of disk arrays.

23. The data storage system of claim 22, wherein the host
is further programmed to write four or more copies of the
data as stripes that correspond to the plurality of disk arrays,
wherein each copy of the data is staggered with respect to
the other copies of the data on the plurality of disk arrays.
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